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CODING DEVICE, COMMUNICATION
PROCESSING DEVICE, AND CODING
METHOD

TECHNICAL FIELD

The present invention relates to a coding apparatus, a com-
munication processing apparatus and a coding method used
for a communication system that encodes and transmits a
signal.

BACKGROUND ART

Compression coding techniques are often used when trans-
mitting a speech/sound signal in a packet communication
system represented by Internet communication or a mobile
communication system or the like, to improve transmission
efficiency of the speech/sound signal. In addition to simply
encoding the speech/sound signal at a low bit rate, there is
also a growing demand for a technique for encoding a wider
band speech/sound signal and a technique for encoding/de-
coding with a low amount of processing calculation without
causing degradation of sound quality.

Various techniques for satisfying such a demand are being
developed to reduce the amount of processing calculation
without causing quality degradation of a decoded signal. For
example, according to a technique disclosed in Patent Litera-
ture (hereinafter, abbreviated as PTL) 1, a CELP (Code
Excited Linear Prediction) type coding apparatus calculates
energy of an inputted speech signal before a linear predictive
analysis. According to PTL 1, a linear predictive analysis is
performed only when the calculated energy is determined not
to be 0, whereas a linear prediction coefficient according to a
predetermined fixed pattern is outputted when the calculated
energy is determined to be 0. This scheme can cut down on
waste of performing a time-consuming linear predictive
analysis and thereby shorten the processing time and also
suppress current consumption accompanying the amount of
processing calculation.

CITATION LIST

Patent Literature

PTL 1
Japanese Patent Application Laid-Open No. HEI 5-63580
SUMMARY OF INVENTION
Technical Problem

According to PTL 1 above, the coding apparatus first
applies pre-processing such as removal of a DC component
and removal of a low-frequency region to the inputted speech
signal (hereinafter, referred to as “input signal”). Next, the
coding apparatus calculates an auto-correlation of the input
signal subjected to the pre-processing and calculates average
frame energy (calculates ¢(0, 0) and ¢(10, 10) in the above-
described Patent Literature) using this auto-correlation. PTL
1 then discloses a configuration of determining whether or not
the above-described average frame energy is 0 and omitting
subsequent linear predictive analysis processing when the
average frame energy is 0.

However, the frame energy disclosed in PTL 1 above is
only an average value and the accuracy thereof cannot be said
to be sufficient. Furthermore, calculating accurate frame
energy according to the method disclosed in the Patent Lit-
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erature above requires 100 auto-correlation operations from
(0, 0) to (10, 10), requiring an enormous amount of calcu-
lation.

It is an object of the present invention to provide a coding
apparatus, a communication processing apparatus and a cod-
ing method that drastically reduce the amount of processing
calculation (amount of calculation) in a configuration of cal-
culating frame energy or subframe energy of an input signal
using auto-correlation operations without causing degrada-
tion of the accuracy of frame energy or subframe energy.

Solution to Problem

A coding apparatus according to an aspect of the present
invention includes: an energy calculation section that calcu-
lates one of frame energy and subframe energy of an input
signal using an auto-correlation operation of the input signal;
and a coding section that encodes the input signal using one of
the frame energy and the subframe energy, and generates
encoded information, in which the energy calculation section
calculates one of the frame energy and the subframe energy
by substituting the sum of auto-correlation operations in a
first range of the input signal with the sum of auto-correlation
operations in a second range which differs at least partially
from the first range.

A coding apparatus according to an aspect of the present
invention includes: an energy calculation section that calcu-
lates one of frame energy and subframe energy of an input
signal using an auto-correlation operation of the input signal;
and a coding section that encodes the input signal using one of
the frame energy and the subframe energy, and generates
encoded information, in which, when performing an auto-
correlation operation on the input signal using equation 1 or
equation 2, the energy calculation section performs auto-
correlation operations at j' and m' which are different from j
and m in accordance with the values ofj and in, and calculates
one of the frame energy and the subframe energy by substi-
tuting the auto-correlation operations at j and m with the
auto-correlation operations at j' and m":

(Equation 1)

E =) A}
i
Pl Pl

= E E ozjozmg Xi—jXiim
i

=0 m=0

(i=stary, ... ,endy k=0,... ,Ng—=1)

E,: energy (subframe energy) of subframe whose subframe
index is k

A,;: input signal after filtering,

P: filter order,

a,, o, filter coefficient,

x,,: (n+1)-th input signal of subframe,

j, m: index indicating delay time when auto-correlation is
calculated,

i: sample index of input signal,

N,: number of subframes,

k: subframe index,

start,: leading sample index of subframe whose subframe
index is k, and

end,: tail-end sample index of subframe whose subframe
index is k; and
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(Equation 2)

E=)"A}
i
Pl Pl

= E E ozjozmg Xi—jXi-m
i

=0 m=0

(i = start, ... , end)

E: frame energy,

A,: input signal after filtering,

P: filter order,

o, o, filter coefficient,

x,,: (n+1)-th input signal of frame,

j, m: index indicating delay time when auto-correlation is
calculated,

i: sample index of input signal,

start: leading sample index of frame, and

end: tail-end sample index of frame.

A communication processing apparatus according to an
aspect of the present invention performs an auto-correlation
operation of an input signal using a covariance matrix, the
apparatus including: a grouping section that groups matrix
elements of the covariance matrix into a plurality of groups;
and an operation section that substitutes the sum of auto-
correlation operations in first matrix elements with the sum of
auto-correlation operations in second matrix elements
grouped into the same group as that of the first matrix ele-
ments.

A coding method according to an aspect of the present
invention includes: a calculating step of calculating one of
frame energy and subframe energy of an input signal using an
auto-correlation operations of the input signal; and an encod-
ing step of encoding the input signal using one of the frame
energy and the subframe energy, and generating encoded
information, in which in the calculating step, one of the frame
energy and the subframe energy is calculated by substituting
the sum of auto-correlation operations in a first range of the
input signal with the sum of auto-correlation operations in a
second range which differs at least partially from the first
range.

Advantageous Effects of Invention

According to the present invention, in a configuration of
calculating frame energy or subframe energy of an input
signal using auto-correlation operations, performing approxi-
mate auto-correlation operations makes it possible to drasti-
cally reduce the amount of processing calculation (amount of
calculation) without causing deterioration of the accuracy of
frame energy or subframe energy.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram illustrating a configuration of a
communication system having a coding apparatus and a
decoding apparatus according to Embodiment 1 of the
present invention;

FIG. 2 is a block diagram illustrating a principal internal
configuration of the coding apparatus according to Embodi-
ment 1 shown in FIG. 1;

FIG. 3 is a block diagram illustrating a principal configu-
ration of the subframe energy calculation section;
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4

FIG. 4 is a diagram illustrating an example of a matrix used
to calculate subframe energy E,;

FIG. 5 is a diagram illustrating an example of an auto-
correlation matrix;

FIG. 6 is a diagram illustrating a matrix which is a simpli-
fied version of the auto-correlation matrix in FIG. 5;

FIG. 7 is a conceptual configuration diagram of the auto-
correlation matrix in FIG. 6;

FIG. 81is adiagram illustrating an example of the simplified
auto-correlation matrix;

FIG. 9 is a diagram illustrating a grouping method;

FIG. 10 is a block diagram illustrating a principal internal
configuration of the CELP coding section according to
Embodiment 1 shown in FIG. 2;

FIG. 11 is a block diagram illustrating a principal internal
configuration of the decoding apparatus according to
Embodiment 1 shown in FIG. 1;

FIG. 12 is a diagram illustrating another example of the
simplified auto-correlation matrix;

FIG. 13 is a block diagram illustrating a configuration of a
subframe energy calculation section different from FIG. 3;

FIG. 14 is a diagram illustrating another example of the
simplified auto-correlation matrix according to Embodiment
2 of the present invention;

FIG. 15 is a block diagram illustrating a target range of
auto-correlation operation; and

FIG. 16 is a diagram illustrating a frame configuration in
adaptive group division processing.

DESCRIPTION OF EMBODIMENTS

Hereinafter, embodiments of the present invention will be
described in detail with reference to the accompanying draw-
ings. A coding apparatus and a decoding apparatus according
to the present invention will be described by taking a speech
coding apparatus and a speech decoding apparatus as an
example. An input signal which will be used hereinafter is a
generic term for a signal obtained by converting so-called
sound to an electric signal such as speech signal, audio signal
or a mixture of these signals.

Embodiment 1

FIG. 1 is a block diagram illustrating a configuration of a
communication system including a coding apparatus and a
decoding apparatus according to an embodiment of the
present invention. In FIG. 1, the communication system is
provided with coding apparatus 101 and decoding apparatus
103, which are communicable with each other via transmis-
sion path 102. Both of coding apparatus 101 and decoding
apparatus 103 are used while being normally mounted on a
base station apparatus or communication terminal apparatus
or the like. As in the case of PTL 1, the present embodiment
will describe a configuration in which subsequent linear pre-
dictive analysis processing is omitted when subframe energy
(frame energy) is 0. However, the present embodiment is
different from PTL 1 in a method of calculating subframe
energy (frame energy).

Coding apparatus 101 divides an input signal into blocks of
N samples (N is a natural number) each and encodes the input
signal in frame units, with one frame being composed of N
samples. Here, let us suppose that the input signal to be
encoded is expressed as x,, (n=0, . . ., N-1). Symbol n
represents an (n+1)-th signal element of the input signal
divided into blocks of N samples. Coding apparatus 101
transmits encoded input information (encoded information)
to decoding apparatus 103 via transmission path 102.
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Decoding apparatus 103 receives the encoded information
transmitted from coding apparatus 101 via transmission path
102, decodes the encoded information and obtains an output
signal.

FIG. 2 is a block diagram illustrating an internal configu-
ration of coding apparatus 101 shown in FIG. 1. Coding
apparatus 101 is mainly constructed of subframe energy cal-
culation section 201, determining section 202, and CELP
coding section 203. It is assumed that subframe energy cal-
culation section 201, determining section 202 and CELP
coding section 203 perform processing in subframe units.
Hereinafter, details of each process will be described.

Subframe energy calculation section 201 receives an input
signal. Subframe energy calculation section 201 first divides
the received input signal into subframes. Hereinafter, a con-
figuration will be described in which input signal x,, (n=
0, ..., N-1) is divided into, for example, N, subframes
(subframe index k=0 to N-1).

Subframe energy calculation section 201 calculates sub-
frame energy E, (k=0, ..., N -1) for each divided subframe.
Details of the method of calculating subframe energy will be
described later. Subframe energy calculation section 201 out-
puts calculated subframe energy E, to determining section
202.

Determining section 202 receives subframe energy E,
k=0, . . ., N,-1) from subframe energy calculation section
201. Determining section 202 determines whether or not
subframe energy E, is 0 for each received subframe and out-
puts the determination result to CELP coding section 203 as
determination information I, (k=0, .. ., N.-1). Determining
section 202 sets the value of determination information I, to 0
(I,=0) when subframe energy E, is 0, or sets the value of
determination information I, to 1 (I,=1) when subframe
energy E, is not 0. The above setting example is merely an
example, and the present invention is similarly applicable to
cases where determining section 202 sets the value to another
value.

Next, determining section 202 outputs set determination
information I, (k=0, ..., N,~1) to CELP coding section 203.

CELP coding section 203 receives the input signal and
determination information I, (k=0, . . ., N 1) from deter-
mining section 202. CELP coding section 203 encodes the
input signal using the inputted determination information.
Details of the coding processing in CELP coding section 203
will be described later.

Next, the internal configuration of subframe energy calcu-
lation section 201 will be described.

FIG. 3 is a diagram illustrating the internal configuration of
subframe energy calculation section 201. Subframe energy
calculation section 201 includes grouping section 2012, and
operation section 2011.

A configuration will be described in the present embodi-
ment as an example where operation section 2011 of sub-
frame energy calculation section 201 collectively performs
filtering processing and auto-correlation calculation on the
input signal.

Grouping section 2012 is assumed to have information of
order P of a filter coefficient beforehand. Grouping section
2012 then groups elements of an auto-correlation matrix into
a plurality of groups according to variables j and in and
outputs the grouping information to operation section 2011.
The grouping method in grouping section 2012 will be
described later.

Operation section 2011 calculates subframe energy based
on the grouping information. In that case, operation section
2011 collectively performs filtering processing and auto-cor-
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6

relation calculation processing on the input signal. The
method of calculating subframe energy in operation section
2011 will be described later.

Next, details of the method of calculating subframe energy
E, in subframe energy calculation section 201 will be
described.

Subframe energy calculation section 201 first calculates
auto-correlation on input signal x, divided into subframes
(i=start, . .., end,) and calculates subframe energy using this.
Here, it is assumed that start, and end, indicate a leading
sample index and a tail-end sample index, respectively, of a
subframe whose subframe index is k.

First, a general configuration will be described in which
subframe energy calculation section 201 simply performs
filtering processing on an input signal and calculates auto-
correlation on the input signal after filtering. Let us suppose
that a filter coefficient at the time of filtering processing is o,
(G=0, .. ., P=1). The order of the filter coefficient at this time
is P. Equation 3 shows filtering processing on input signal x,,.
Let us suppose that the input signal after filtering is expressed
as A, (isstart,, . . ., end,). The filtering processing here is not
limited to filter types such as low pass filter, high pass filter
and band pass filter.

(Equation 3)

L B3]

QjX;

A= i

=0

(i=stary,, ... ,end, k=0,... ,Ng—=1)

Next, subframe energy calculation section 201 calculates
P-th order auto-correlation ¢(j, in) on input signal A, after
filtering obtained from equation 3. Here, subframe energy
calculation section 201 obtains subframe energy E, of input
signal A, subjected to filtering processing using a covariance
according to equation 4 below.

(Equation 4)

E, = Z A?
7
Pl 2
- Z { 5 ajxi,j}
T =0
P-1 P-1
> [Z wjxi,j][ amxi,m]
70

m=0
P-1 Pl

= E E a/jwmzxi—jxi—m
70 m=0 i

(i=stary,, ... ,end, k=0,... ,Ng—=1)

Accurate subband energy can be calculated according to
equation 4 above. However, in the simple configuration as
described above, the respective auto-correlations need to be
calculated in accordance with the values of j and m, which
results in a problem that the amount of calculation becomes
enormous.

Thus, subframe energy calculation section 201 of the
present invention simplifies the operation in equation 4 above
without causing deterioration of the accuracy, and thereby
drastically reduces the amount of calculation. The present
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invention does not actually perform filtering processing on
the input signal, but performs processing substantially
equivalent to processing of calculating frame energy (sub-
frame energy) of the input signal subjected to filtering pro-
cessing, that is, approximate calculation processing. For this
reason, suppose that coefficients of filtering processing are
used. That is, according to the present invention, the filtering
processing itself in the above simple configuration is also
included in the method of calculating frame energy (subframe
energy) which will be described later. As in the case of the
filtering processing in the above simple configuration, with-
out being limited to the filter types such as low pass filter, high
pass filter, and band pass filter, the present invention is like-
wise applicable to various types of filter processing. The
method of calculating subframe energy in subframe energy
calculation section 201 of the present invention will be
described in detail below.

Equation 4 above can be modified as equation 5 below.
When equation 5 is divided in accordance with the respective
values of i, j and m, equation 5 can be expressed as the sum of
elements of a matrix in FIG. 4 (matrix elements).

(Equation 5)
E = Z A2 [5]
P-L P-1
= E E ijwmz Xi— jXi—m
70 m=0 i

= 0{00{02 Xixi + wowlzx;xi,l +...+

i i

OZOOZP—IZ XiXi—(p-1) + 0110!02 Xi-1Xi +

i i

0110!12 Xi1Xi-1 + ...+ UZP—IZ Xi—1Xi—(P-1)

i i
L+
OZP—IOZOZ Xi—(p-1)X; + OZPAOQZ Xi—(p-1)Xi-1 + ... +

i i

ap-10p-1 Z Xi—(P-1)Xi~(P-1)

i

(i=stary, ... ,endy k=0,... ,Ng=1)

Here, in equation 5, the portion of filter coefficient a,ct,, of
each term is independent of i and a,a,, is a predetermined
filter coefficient, and therefore o1, need not be calculated
for each frame process. Therefore, the portion that needs to be
calculated for each frame process is the portion of 2x,_x, ,, of
each term in equation 5 and this portion needs to be calculated
for each of i, j and m. Here, the calculation expression of the
portion of 2x, x, ,, only can be expressed as the sum of a
matrix in FIG. 5 (hereinafter, referred to as “auto-correlation
matrix”). The auto-correlation matrix in FIG. 5 has a format
in which filter coefficient o, is omitted from the matrix in
FIG. 4.

In the auto-correlation matrix in FIG. 5, the value of the
auto-correlation remains the same even if the values of j and
in are switched around, and therefore the values of the respec-
tive elements can be expressed as equation 6 below in accor-
dance with the combination of values of j and m. Here, using
equation 6, the auto-correlation matrix in FIG. 5 can be fur-
ther simplified as shown in FIG. 6.
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(Equation 6)

V(j,m)=Vm, j)
= Z Xi—jXi-m

(i=stary,, ... ,end, k=0,... ,Ng—=1)

Furthermore, FIG. 7 is a conceptual configuration diagram
of the auto-correlation matrix in FIG. 6. It is assumed that
each region in FIG. 7 indicates each element (matrix element)
(V(j, m)) in FIG. 6. Furthermore, since the regions enclosed
by a broken line in the upper right area of the matrix corre-
spond to the regions at the lower left area (shaded area) of the
matrix respectively, the calculation of the auto-correlation
can be actually omitted. FIG. 7 only shows the concept of the
configuration of the auto-correlation matrix, an example of
case where order P of the filter coefficient is 10, and the
number of regions (matrix elements), that is, the order of the
filter coefficient is not limited to this.

When accurate subframe energy is calculated according to
equation 5, the entire auto-correlation matrix in FIG. 6 (or
FIG. 7) needs to be calculated, which will require an enor-
mous amount of calculation. Thus, subframe energy calcula-
tion section 201 of the present invention simplifies the auto-
correlation matrix as shown in FIG. 8 (hereinafter, referred to
as “simplified auto-correlation matrix™). To be more specific,
grouping section 2012 of subframe energy calculation section
201 groups the elements of the auto-correlation matrix into a
plurality of groups in accordance with variables j and m.
Here, the simplified auto-correlation matrix in FIG. 8 is a
simplified version of the conceptual configuration diagram of
the auto-correlation matrix shown in FIG. 7.

FIG. 8 is an example where grouping section 2012 groups
the respective elements of the auto-correlation matrix in
accordance with variables j and m. In the example in FIG. 8,
for a greater difference between variables j and m, grouping
section 2012 sets a greater group region (hereinafter, referred
to as “group region”). FIG. 9 is a diagram showing the cor-
respondence between the difference between variables j and
m, and each group. In FIG. 9, number O to 9 shown in each
region indicates the difference between variables j and m. In
the example shown in FIG. 9, the respective elements whose
difference between variables j and m is O or 1 are grouped into
groups G1 to G4, with each group being composed of 5
elements. Furthermore, the respective elements whose difter-
ence between variables j and m is 2 or 3 are grouped into
groups G5 to G7, with each group being composed of 5
elements. Furthermore, the respective elements whose difter-
ence between variables j and m is 4 or 5 are grouped into
groups G8 and G9, with each group being composed of 6
elements. Furthermore, 10 elements whose difference
between variables jand mis 6, 7, 8 or 9 are grouped into group
(G10. That is, in the example in FIG. 8, elements having a
greater difference in values between variables j and m are
grouped into a configuration in which auto-correlation values
are more simplified (approximated).

That is, as is also clear from FIG. 8 and FIG. 9, the simpli-
fied auto-correlation matrix is created based on an idea that
the greater the difference between variables j and in, the
coarser (more simplified) resolution of each value of the
auto-correlation matrix is set.

Grouping section 2012 outputs grouping information to
operation section 2011.

Operation section 2011 then calculates auto-correlation
values assuming that all elements belonging to the same
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group have the same auto-correlation value. At this time, as
the auto-correlation value in the same group, operation sec-
tion 2011 sets, for example, an auto-correlation value of an
element having the minimum sum of j and m in the group.

Operation section 2011 of subframe energy calculation
section 201 calculates auto-correlation corresponding to each
symbol according to equation 6 based on the simplified auto-
correlation matrix in FIG. 8 and calculates subframe energy
according to equation 5 using the calculated value.

When the cases in FIG. 7 and FIG. 8 are taken as an
example for explanation, auto-correlation needs to be calcu-
lated 55 times (55 regions in FIG. 7) under normal circum-
stances. On the other hand, in the present invention, grouping
section 2012 of subframe energy calculation section 201
groups the respective elements of the auto-correlation matrix
into a plurality of groups. In the example shown in FIG. 8, the
respective elements of the auto-correlation matrix are
grouped into 10 groups G1 to G10. Subframe energy calcu-
lation section 201 sets, for example, an auto-correlation value
of an element having the minimum sum of j and m in each
group as an auto-correlation value of all elements included in
the group. When the respective elements are grouped into 10
groups as shown in FIG. 8 by approximating the auto-corre-
lation values in this way, the present invention requires only
10 auto-correlation calculations, and can thereby drastically
reduce the amount of calculation.

That is, the present invention approximates (substitutes)
the sum (2x,_x, ,) of auto-correlation operations within a
certain range (i, j) of an input signal that must be calculated
when calculating accurate frame energy (subframe energy)
with the sum (2x,_;x, ,,) of auto-correlation operations
within another range (i, j'). For example, in the example of
FIG. 8, the sum (Zx,_gX, ) of auto-correlation operations of
(j, m)=(9, 6) is substituted with the sum (Zx,_¢X, ) of auto-
correlation operations of (j', m")=(6, 0) whose j and m have
minimum values among elements included in group G10
containing (j, m)=(9, 6).

Furthermore, by controlling the frequency of approxima-
tion (substitution) in accordance with a delay time (time
difference between signals whose correlation is calculated)
during auto-correlation operation, it is possible to suppress
deterioration of the accuracy of frame energy (subframe
energy) calculation. To be more specific, as the delay time
during auto-correlation operation increases, that is, as the
difference between variables j and m in equation 5 increases,
the frequency of approximation is increased, and it is thereby
possible to suppress deterioration of the accuracy in energy
calculation. That is, the greater the delay time during auto-
correlation operation, that is, the greater the difference
between variables j and m in equation 5, the greater group
region is set by grouping section 2012. In other words, group-
ing section 2012 performs control so as to increase the fre-
quency of substitution with the sum of auto-correlation
operations in the identical second range as the delay time
(difference between variables j and m) during auto-correla-
tion operation increases. Thus, when the delay time (differ-
ence between variables j and m) during auto-correlation
operation is large, the frequency with which the sum
(2x,_X,_,,) of auto-correlation operations within a certain
range (i, j) of an input signal is approximated with the sum
(2x,_,X,_,,) of auto-correlation operation within another
range (i', j') increases, and it is thereby possible to reduce the
amount of calculation of auto-correlation.

FIG. 10 is a block diagram illustrating a principal internal
configuration of CELP coding section 203. CELP coding
section 203 includes pre-processing section 301, LPC (Linear
Prediction Coefficients) analysis section 302, LPC quantiza-
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tion section 303, synthesis filter 304, adding section 305,
adaptive excitation codebook 306, quantization gain genera-
tion section 307, fixed excitation codebook 308, multiplying
sections 309 and 310, adding section 311, perceptual weight-
ing section 312, parameter determining section 313, and mul-
tiplexing section 314.

Determination information outputted from determining
section 202 is inputted to pre-processing section 301.

In FIG. 10, when determination information I, (k=0, . . .,
N,-1)is 1, pre-processing section 301 performs, on the input
signal, high pass filter processing of removing a DC compo-
nent, and waveform shaping processing or pre-emphasis pro-
cessing for improving performance of subsequent coding
processing. Pre-processing section 301 then outputs signal
X,,, obtained by applying these processes to LPC analysis
section 302 and adding section 305. When determination
information I, (k=0, . . ., N.-1) is O, that is, when subframe
energy of the input signal is 0, pre-processing section 301
does not perform pre-processing and outputs nothing to the
subsequent processing block. That is, when determination
information I, (k=0, ..., N.-1)is 0, CELP coding section 203
does not perform CELP coding processing. Therefore, pro-
cessing in the sections other than pre-processing section 301
and multiplexing section 314 in the case where determination
information I, (k=0, . .., N,-1) is 1 will be described here-
inafter.

LPC analysis section 302 performs linear predictive analy-
sis using signal X,,, inputted from pre-processing section 301
and outputs the analysis result (linear prediction coefficient)
to LPC quantization section 303.

LPC quantization section 303 performs quantization pro-
cessing on the linear prediction coefficient (LPC) inputted
from LPC analysis section 302, outputs the quantized LPC to
synthesis filter 304 and outputs a code (L) representing the
quantized LPC to multiplexing section 314.

Synthesis filter 304 performs a filter synthesis on excitation
inputted from adding section 311 which will be described
later using a filter coefficient based on the quantized LPC
inputted from L.PC quantization section 303, generates a syn-
thesized signal and outputs the synthesized signal to adding
section 305.

Adding section 305 inverts the polarity of the synthesized
signal inputted from synthesis filter 304, adds the synthesized
signal with the inverted polarity to signal X,,, inputted from
pre-processing section 301, thereby calculates an error signal
and outputs the error signal to perceptual weighting section
312.

Adaptive excitation codebook 306 stores excitation output-
ted in the past from adding section 311 in a buffer, extracts
samples corresponding to one frame from the past excitation
specified by the signal inputted from parameter determining
section 313 which will be described later, as an adaptive
excitation vector, and outputs the samples to multiplying
section 309.

Quantization gain generation section 307 outputs a quan-
tization adaptive excitation gain and a quantization fixed exci-
tation gain specified by the signal inputted from parameter
determining section 313 to multiplying section 309 and mul-
tiplying section 310 respectively.

Fixed excitation codebook 308 outputs a pulse excitation
vector having a shape specified by a signal inputted from
parameter determining section 313 to multiplying section 310
as a fixed excitation vector. A vector obtained by multiplying
the pulse excitation vector by a spreading vector may also be
outputted to multiplying section 310 as the fixed excitation
vector.
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Multiplying section 309 multiplies the adaptive excitation
vector inputted from adaptive excitation codebook 306 by the
quantization adaptive excitation gain inputted from quantiza-
tion gain generation section 307 and outputs the multiplica-
tion result to adding section 311. Furthermore, multiplying
section 310 multiplies the fixed excitation vector inputted
from fixed excitation codebook 308 by the quantization fixed
excitation gain inputted from quantization gain generation
section 307 and outputs the multiplication result to adding
section 311.

Adding section 311 performs vector addition on the adap-
tive excitation vector multiplied by the gain inputted from
multiplying section 309 and the fixed excitation vector mul-
tiplied by the gain inputted from multiplying section 310 and
outputs excitation, which is the addition result, to synthesis
filter 304 and adaptive excitation codebook 306. The excita-
tion outputted to adaptive excitation codebook 306 is stored
in the buffer of adaptive excitation codebook 306.

Perceptual weighting section 312 performs perceptual
weighting on the error signal inputted from adding section
305 and outputs the error signal to parameter determining
section 313 as coding distortion.

Parameter determining section 313 selects an adaptive
excitation vector, fixed excitation vector and quantization
gain that minimize the coding distortion inputted from per-
ceptual weighting section 312 from adaptive excitation code-
book 306, fixed excitation codebook 308 and quantization
gain generation section 307 respectively, and outputs an adap-
tive excitation vector code (A), fixed excitation vector code
(F) and quantization gain code (G) showing the selection
results to multiplexing section 314.

Determination information is inputted to multiplexing sec-
tion 314 from determining section 202. When determination
information I, (k=0, ...,N_~1)is 1, multiplexing section 314
multiplexes the code (L) indicating the quantized LPC input-
ted from LPC quantization section 303, adaptive excitation
vector code (A) inputted from parameter determining section
313, fixed excitation vector code (F), quantization gain code
(G), and determination information I, (k=0, ..., N,~1) and
outputs the multiplexed code to transmission path 102 as
encoded information. When determination information I,
(k=0, . . ., N.-1) is 0, multiplexing section 314 outputs only
the determination information to transmission path 102 as
encoded information.

The processing in CELP coding section 203 has been
described so far.

The processing in coding apparatus 101 has been described
so far.

Next, an internal configuration of decoding apparatus 103
shown in FIG. 1 will be described with reference to FIG. 11.
Here, a case where decoding section 103 performs CELP type
speech decoding will be described.

FIG. 11 is a block diagram illustrating a principal internal
configuration of decoding apparatus 103. Decoding appara-
tus 103 includes demultiplexing section 401, LPC decoding
section 402, adaptive excitation codebook 403, quantization
gain generation section 404, fixed excitation codebook 405,
multiplying sections 406 and 407, adding section 408, syn-
thesis filter 409, and post-processing section 410.

In FIG. 11, demultiplexing section 401 demultiplexes the
encoded information inputted from coding apparatus 101 into
individual codes (L), (A), (G), (F), and determination infor-
mation. The demultiplexed LPC code (L) is outputted to LPC
decoding section 402. Furthermore, the demultiplexed adap-
tive excitation vector code (A) is outputted to adaptive exci-
tation codebook 403. Furthermore, the demultiplexed quan-
tization gain code (G) is outputted to quantization gain
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generation section 404. Furthermore, the demultiplexed fixed
excitation vector code (F) is outputted to fixed excitation
codebook 405. Furthermore, the demultiplexed determina-
tion information is outputted to post-processing section 410.
When determination information I, (k=0, ..., N,~1)is 0, the
individual codes other than the determination information are
not included in the encoded information, and therefore sup-
pose that the components other than post-processing section
410 will not perform processing in this case. Therefore, the
processing by the components other than post-processing
section 410 will be described hereinafter when determination
information I, (k=0, ..., N,-1)is 1.

LPC decoding section 402 decodes the quantized LPC
from the code (L) inputted from demultiplexing section 401
and outputs the decoded quantized LPC to synthesis filter
409.

Adaptive excitation codebook 403 extracts samples corre-
sponding to one frame from past excitation specified by the
adaptive excitation vector code (A) inputted from demulti-
plexing section 401 as adaptive excitation vectors and outputs
the samples to multiplying section 406.

Quantization gain generation section 404 decodes the
quantization adaptive excitation gain and the quantization
fixed excitation gain specified by the quantization gain code
(G) inputted from demultiplexing section 401, outputs the
quantization adaptive excitation gain to multiplying section
406 and outputs the quantization fixed excitation gain to
multiplying section 407.

Fixed excitation codebook 405 generates a fixed excitation
vector specified by the fixed excitation vector code (F) input-
ted from demultiplexing section 401 and outputs the fixed
excitation vector to multiplying section 407.

Multiplying section 406 multiplies the adaptive excitation
vector inputted from adaptive excitation codebook 403 by the
quantization adaptive excitation gain inputted from quantiza-
tion gain generation section 404 and outputs the multiplica-
tion result to adding section 408. On the other hand, multi-
plying section 407 multiplies the fixed excitation vector
inputted from fixed excitation codebook 405 by the quanti-
zation fixed excitation gain inputted from quantization gain
generation section 404 and outputs the multiplication result to
adding section 408.

Adding section 408 adds up the adaptive excitation vector
multiplied by the gain inputted from multiplying section 406
and the fixed excitation vector multiplied by the gain inputted
from multiplying section 407, generates excitation and out-
puts the excitation to synthesis filter 409 and adaptive exci-
tation codebook 403.

Synthesis filter 409 performs a filter synthesis of the exci-
tation inputted from adding section 408 using the filter coef-
ficient decoded by LPC decoding section 402 and outputs the
synthesized signal to post-processing section 410.

Post-processing section 410 receives determination infor-
mation I (k=0, ..., N,-1). When determination information
I, k=0, ..., N,-1) is 1, post-processing section 410 applies
processing of improving subjective quality of speech such as
format emphasis or pitch emphasis, and/or processing of
improving subjective quality of static noise or the like to the
signal inputted from synthesis filter 409 and outputs the pro-
cessed signal as an output signal. Furthermore, at this time, a
storage apparatus provided in post-processing section 410 is
caused to store an output signal of the current frame. When
determination information I, k=0, . . ., N_-1) is 0, post-
processing section 410 multiplies the output signal in the past
frame stored in the storage apparatus in post-processing sec-
tion 410 by a predetermined coefficient (0<f<1.0) and out-
puts the multiplied signal as an output signal. Furthermore,
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the storage apparatus is caused to store the output signal at
this time. When determination information I, (k=0, ...,N_-1)

is 0, a method may also be adopted whereby zero output
(inactive speech signal) is outputted without performing the
above-described processing.

The processing in decoding apparatus 103 shown in FIG. 1
has been described so far.

Embodiment 1 of the present invention has been described
so far.

Thus, according to the present embodiment, in the configu-
ration of calculating frame energy or subframe energy of an
input signal using auto-correlation operations, performing
approximate auto-correlation operations makes it possible to
drastically reduce the amount of processing calculation
(amount of calculation) without causing deterioration of the
accuracy of frame energy or subframe energy.

To be more specific, grouping section 2012 groups respec-
tive elements of an auto-correlation matrix into a plurality of
groups in accordance with a delay time (that is, difference
between j and m) during auto-correlation operation. For
example, the greater the delay time (that is, difference
between j and m) during auto-correlation operation, the more
elements of the auto-correlation matrix are grouped into the
same group by grouping section 2012. When filtering pro-
cessing is performed on input signal x, (i=start,, . . ., end,),
operation section 2011 sets the input signal after filtering as A,
(see equation 3) and sets the sum (2x,_x,_,,) of auto-correla-
tion operations in a first range (j, m) of this input signal A, as
the sum (2x,_;x,_,,,) of auto-correlation operations in a sec-
ondrange (j', m') in the same group as the first range. Thus, as
the delay time (difference between j and in (time difference))
during auto-correlation operation in the first range (j, m)
increases, grouping section 2012 increases the frequency of
substitution with the sum of auto-correlation operations in the
same second range (j', m'). That is, as the difference between
j and m in equation 5 increases, grouping section 2012
increases the number of combinations of j and m to be sub-
stituted by auto-correlation operations at j' and m'. Thus,
instead of simply using an average value, it is possible to
approximate the auto-correlation operations in the first range,
and thereby reduce the amount of calculation without causing
deterioration of the calculation accuracy.

As an example of approximation of auto-correlation opera-
tions, a case has been described in the present embodiment as
shown in FIG. 8 where the greater the difference between
variables j and m in auto-correlation operations using vari-
ables j and m, the more simplified (approximate) configura-
tion (grouping method) is adopted. However, the present
invention is not limited to this, but is likewise applicable to
other simplified (approximation) schemes (grouping meth-
ods). For example, in FIG. 8, although the values of auto-
correlation operation corresponding to regions having difter-
ent j (or m) values are set to be the same, a method is also
effective whereby grouping section 2012 of subframe energy
calculation section 201 groups regions where differences
between j and m are equal like a Toeplitz matrix. FIG. 12
shows this configuration example. In FIG. 12, group Gl is a
group where the difference between j and m corresponds to 0.
Likewise, groups G2 to 10 are groups where the difference
between j and m corresponds to 1 to 9, respectively.

Furthermore, a configuration in which a grouped region is
determined in accordance with the position of a sample hav-
ing large amplitude in an input signal can also be taken as an
example. FIG. 13 shows an example of subframe energy
calculation section 201a in this case. The difference from
subframe energy calculation section 201 in FIG. 3 lies in that
grouping section 2012a that receives an input signal is
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arranged instead of grouping section 2012. In this configura-
tion, for example, grouping section 20124 of subframe energy
calculation section 201a searches subframes of the input sig-
nal to see whether or not there is a sample whose amplitude is
equal to or greater than a threshold. There may be a configu-
ration in which when there is a sample having the amplitude
equal to or greater than the threshold, grouping section 20124
sets a grouping boundary between when the auto-correlation
operation includes the corresponding sample and when not.
To be more specific, grouping section 2012a groups a range
(matrix elements) including a sample where the amplitude of
the input signal is equal to or greater than a threshold into the
same group (group 1) to distinguish it from a group of range
not including any sample having the amplitude equal to or
greater than the threshold. That is, the range not including the
sample having the amplitude equal to or greater than the
threshold is grouped into another group (group 2). Operation
section 2011 then substitutes the sum of auto-correlation
operations in the first range (i, j) that belongs to group 1 with
auto-correlation operations in the second range (i, j') that
belongs to group 1. Furthermore, operation section 2011 sub-
stitutes the sum of auto-correlation operations in a third range
(1, j) that belongs to group 2 with auto-correlation operations
in a fourth range (i, j') that belongs to group 2. Thus, it is
possible to avoid auto-correlation operations in the range
including the sample where the amplitude of the input signal
is equal to or greater than the threshold from being substituted
with auto-correlation operations having completely different
values, and thereby suppress deterioration of the calculation
accuracy caused by the substitution.

The above-described grouping method can also be com-
bined with the grouping method described in the present
embodiment.

A configuration has been described in the present embodi-
ment where the value (typical value) of auto-correlation cor-
responding to each grouped region of a simplified matrix is
set to a value of a region having the minimum sum of j and m,
but the present invention is not limited to this, and is likewise
applicable to a configuration in which a value other than that
described above is set as the value of auto-correlation of the
grouped region. For example, a value of a central region in
each grouped region (e.g., region where the center of gravity
of a grouped region exists) may be set as a typical value.

In addition to the above-described typical value determin-
ing method, a method may also be adopted whereby a typical
value is efficiently set in an attacking portion (transient por-
tion) or the like. Here, the attacking portion (transient portion)
refers to, for example, a portion where the signal level of a
speech signal drastically increases, that is, a portion of a
speech signal in which the amplitude immediately after the
portion is considerably greater than the amplitude immedi-
ately before the portion. For example, in a frame in which an
inactive speech state is switched to an active speech state, a
sample with quite small energy exists at the beginning fol-
lowed by samples having greater energy. That is, an attacking
portion exists.

In this case, if, for example, a value close to the right
bottom on the auto-correlation matrix in FIG. 12 is set as a
typical value, an error may increase when auto-correlation
values are calculated using a sample which originally has
small energy, causing the accuracy of energy calculation to
deteriorate considerably. A strange sound may also be pro-
duced in some cases.
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Thus, for such an attacking portion, by setting the value
close to the left top on the auto-correlation matrix in FIG. 12
as a typical value, it is possible to reduce the error in the case
where an extremely small auto-correlation value is originally
calculated.

Furthermore, to the contrary to the attacking portion, in a
frame in which an active speech state is switched to an inac-
tive speech state, a sample with extremely large energy exists
at the beginning followed by samples having small energy. In
this case, for example, by setting the value close to the left
bottom on the auto-correlation matrix in FIG. 12 as a typical
value, it is possible to reduce the error when an extremely
small auto-correlation value is originally required for the
same reason as that described above.

Thus, when the variation in the amplitude of the sample is
large due to, for example, switching between active speech
and inactive speech in a frame or subframe, auto-correlation
operations at j and m are substituted with auto-correlation
operations at j' and m' including a sample with small ampli-
tude. Adaptively determining typical values as described
above makes it possible to further reduce errors of auto-
correlation operation with respect to the entire frame or sub-
frame.

The present embodiment has described a method of reduc-
ing the amount of calculation when calculating subframe
energy of an input signal using auto-correlation operation
without causing deterioration of the calculation accuracy, but
the present invention is not limited to this, and is likewise
applicable to a case where frame energy of an input signal is
calculated. In this case, instead of equation 1, equation 3 to
equation 6 described in the present embodiment, equation 2,
equation 7 to equation 10 are used respectively. There is no
concept of subframe in equation 2, equation 7 to equation 10,
and suppose that all processing is performed in frame units.

(Equation 7)
P-1 [7]
A= X
=0
(i =start, ... ,end)
(Equation 8)
(8]

Ey = Z A?
g i

m=0

Pl Pl

= E E ozjozmg Xi—jXiim
i

=0 m=0

(i = start, ... , end)
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-continued
(Equation 9)
E=S A 91
i
P-L P-1
= E E ijwmz Xi— jXi—m
720 ‘m=0 i
= 0100102 XX + woolex;xi,l +...+
i i
OZOOZP—IZ XiXi—(p-1) + 0110!02 Xi-1X; +
i i
@y 0112 Xi—1Xji-1 +...+ 1 wP—lZ Xi—1Xi—(P-1)
i i
T+
OZP—IOZOZ Xi—(p-1)X; + wP—lwlzxi—(P—l)xi—l +...+
i i
¥p-y wP—lZ Xi—(P-1)Xi~(P-1)
i

(i = start, ... , end)
(Equation 9)
Vi, m=Vm, j) [10]

= E Xi— jXi—m
i

(i = start, ... , end)

Furthermore, subframe energy calculation section 201/
201a according to the present embodiment is not limited to a
coding apparatus, but is also useful as a signal processing
apparatus that calculates energy in subframe (or frame) units.

Embodiment 2

Embodiment 2 will describe a configuration in which a
grouping method is adaptively set for each frame process or
subframe process in the auto-correlation matrix described in
Embodiment 1. A case has been described in Embodiment 1
(FIG. 8, FIG. 9) where grouping is fixed over an entire frame,
but adaptively setting the grouping makes it possible to fur-
ther improve operation accuracy. Furthermore, processing
will be described below based on the matrix configuration in
FIG. 12 described in Embodiment 1.

Since a communication system including a coding appara-
tus and a decoding apparatus according to the present
embodiment of the present invention has the same configu-
ration as that shown in Embodiment 1 (FIG. 1), illustration
and description thereof will be omitted. Furthermore, since
the internal configuration of the coding apparatus according
to the present embodiment is the same as the configuration
shown in Embodiment 1 (FIG. 2), [llustration and description
thereof will be omitted. Furthermore, since the internal con-
figuration of the subframe energy calculation section accord-
ing to the present embodiment has the same configuration as
the configuration shown in Embodiment 1 (FIG. 3), the inter-
nal configuration will be described using FIG. 3. Further-
more, since the internal configuration of the decoding appa-
ratus according to the present embodiment has the same
configuration as the configuration shown in Embodiment 1
(FIG.11), illustration and description thereof will be omitted.

It is assumed that grouping section 2012 in the coding
apparatus of the present embodiment performs grouping
based on a grouping method such as the Toeplitz matrix
shown in FIG. 12 described in Embodiment 1.
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The grouping method as shown in FIG. 12 described in
Embodiment 1 groups respective elements of the auto-corre-
lation matrix for each region having the same difference
between j and m and is simplified so as to have the same
auto-correlation operation value within the group. This pro-
vides an advantage that it is possible to drastically reduce the
number of times auto-correlation operation is performed.
However, when elements having significantly different auto-
correlation operation values exist within the same group,
there is a problem that a large operation error results.

Thus, the present embodiment will describe a configura-
tion based on the grouping method as shown in FIG. 12 that
suppresses errors in auto-correlation operation by dividing a
group into two parts. For simplicity of description, a case will
be described below where only a group whose j and m values
are identical (group on the diagonal of an auto-correlation
matrix) is divided into two parts.

FIG. 14 shows a grouping example in this case. In FIG. 14,
a group where j and m values are identical (group on the
diagonal of an auto-correlation matrix), that is, group G1 in
FIG. 12 is divided into two groups: group G1-1 and group
G1-2.

Next, how to divide group G1 into two parts will be
described below.

FIG. 15 shows a target range in which auto-correlation
operation is performed in group G1 in a simplified form. Of
group G1 of the auto-correlation matrix, the range from the
left top element to the right bottom element in which auto-
correlation operation is performed is changed from range (0)
to range (P-1) as shown in FIG. 15. Grouping section 2012 in
the present embodiment searches for sample index i that
maximizes equation 11 below and divides group G1 into two
subgroups G1-1 and G1-2 using this index i as a division
point. Here, in equation 11, LL represents a subframe length.

max |, 4y, )~ 0 =start=(P-1), . . .,
start) (Equation 11)

The example in FIG. 14 shows a case where the division
point is justa midpoint of the search range, that is, the division
point is i=start +(P-1)/2.

FIG. 16 shows an overview of search processing on the
division point in equation 11. It is assumed that the state
portion in FIG. 16 is x;, and the length from the tail-end
portion of a frame to the state portion, that is, a portion of the
order of the filter is y,, ;. However, for simplicity of descrip-
tion, a case will be described where processing is performed
in frame units, not in subframe units.

Here, equation 11 shows a variation of frame energy when
the target range of correlation operation is shifted by one
sample at a time. Therefore, a point that maximizes equation
11 is a point at which the variation of frame energy is largest,
and when grouping section 2012 divides the group at that
point, itis possible to statistically reduce the number of errors
in correlation operation accompanying the grouping. As
described above, FIG. 16 shows a configuration during frame
processing, and during subframe processing, the start posi-
tion (start,) of each subframe may be added to the start posi-
tions of x; and y,,,; and the division point can be obtained
using the same method as that described above.

Thus, according to the present embodiment, performing
approximate auto-correlation operation in a configuration in
which frame energy or subframe energy of an input signal is
calculated using auto-correlation operations makes it pos-
sible to drastically reduce the amount of processing calcula-
tion (amount of calculation) without causing deterioration of
the accuracy of frame energy or subframe energy. Further-
more, in approximate auto-correlation operation processing,
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adaptively determining the approximation method of auto-
correlation operation processing in processing frame (or sub-
frame) units makes it possible to further suppress deteriora-
tion of the accuracy of frame energy or subframe energy.

Although the present embodiment has described a configu-
ration in which the division method is adaptively set when
part of a Toeplitz matrix is divided into two parts as shown in
FIG. 14, as an example, the present invention is not limited to
this, but is likewise applicable to a case where part of the
Toeplitz matrix is divided into three or more groups. In this
case, in addition to the point where equation 11 is maximized,
a point where the value of equation 11 becomes the second
largest may be set as a second division point. Furthermore,
when part of the Toeplitz matrix is divided into k (k is an
integer equal to or greater than 3) groups, a point where the
value of equation 11 becomes the (k-1)-th largest may be set
as a (k-1)-th division point.

Furthermore, although the present embodiment has
described a configuration in which some groups of a Toeplitz
matrix are divided as shown in FIG. 14 as an example, the
present invention is not limited to this, but is likewise appli-
cable to a case where all groups of the Toeplitz matrix are
divided. Furthermore, the present invention is likewise appli-
cable to a case of grouping of other than a Toeplitz matrix (for
example, the case of grouping as shown in FIG. 9).

Furthermore, although the present embodiment does not
particularly refer to a typical value of each group (each sub-
group) of a grouped auto-correlation matrix, it is possible to
calculate a typical value as in the case of Embodiment 1 using
the method described in Embodiment 1. For example, an
auto-correlation operation value corresponding to the left top
element of each group (each subgroup) may be assumed to be
a typical value of each group (each subgroup).

Furthermore, an auto-correlation operation value corre-
sponding to the central element of each group (each sub-
group) may be assumed to be a typical value, and it is thereby
possible to statistically reduce an error in auto-correlation
operation with respect to the entire auto-correlation matrix.

Furthermore, the coding apparatus, decoding apparatus
and method thereof according to the present invention are not
limited to each of the above embodiments, but may be imple-
mented modified in various ways.

Although the decoding apparatus in each of the above
embodiments has been assumed to perform processing using
encoded information transmitted from the coding apparatus
in each of the above embodiments, the present invention is not
limited to this, but encoded information containing necessary
parameter or data can be processed even if it is not necessarily
encoded information from the coding apparatus in each of the
above embodiments.

Furthermore, the present invention is also applicable to
cases where a signal processing program is written into a
mechanically readable recording medium such as memory,
disk, tape, CD, DVD and operated, and operations and effects
similar to those in each of the above embodiments may be
obtained.

Also, although cases have been described with each of the
above embodiments as examples where the present invention
is configured by hardware, the present invention can also be
implemented by software.

Each function block employed in the description of each of
the aforementioned embodiments may typically be imple-
mented as an LSI constituted by an integrated circuit. These
may be individual chips or partially or totally contained on a
single chip. “LSI” is adopted here but this may also be
referred to as “IC,” “system LSI,” “super LSI,” or “ultra LSI”
depending on differing extents of integration.
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Further, the method of circuit integration is not limited to
LSI’s, and implementation using dedicated circuitry or gen-
eral purpose processors is also possible. After L.SI manufac-
ture, utilization of a programmable FPGA (Field Program-
mable Gate Array) or a reconfigurable processor where
connections and settings of circuit cells within an LSI can be
reconfigured is also possible.

Further, if integrated circuit technology comes out to
replace L.SI’s as a result of the advancement of semiconductor
technology or a derivative other technology, it is naturally
also possible to carry out function block integration using this
technology. Application of biotechnology is also possible.

The disclosures of Japanese Patent Application No. 2011-
006211, filed on Jan. 14, 2011 and Japanese Patent Applica-
tion No. 2011-054919, filed on Mar. 14, 2011, including the
specifications, drawings and abstracts are incorporated herein
by reference in their entirety.

INDUSTRIAL APPLICABILITY

The coding apparatus, communication processing appara-
tus and coding method according to the present invention can
efficiently reduce the amount of operation when calculating
frame energy or subframe energy of an input signal using
auto-correlations and are applicable to, for example, a com-
munication system or mobile communication system.

REFERENCE SIGNS LIST

101 Coding apparatus

102 Transmission path

103 Decoding apparatus

201, 201a Subframe energy calculation section
2011 Operation section

2012, 2012a Grouping section

202 Determining section

203 CELP coding section

301 Pre-processing section

302 LPC analysis section

303 LPC quantization section

304, 409 Synthesis filter

305, 311, 408 Adding section

306, 403 Adaptive excitation codebook
307, 404 Quantization gain generation section
308, 405 Fixed excitation codebook
309, 310, 406, 407 Multiplying section
312 Perceptual weighting section

313 Parameter determining section
314 Multiplexing section

401 Demultiplexing section

402 LPC decoding section

410 Post-processing section

The invention claimed is:

1. A coding apparatus, comprising:

amemory;

a receiver that receives a speech/sound signal;

an energy processor that divides the speech/sound signal
into subframes and that calculates one of frame energy
and subframe energy of the speech/sound signal using
an auto-correlation operation of the speech/sound sig-
nal;

an encoder that encodes the speech/sound signal divided
into subframes using one of the frame energy and the
subframe energy, and generates encoded speech/sound
information; and
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a transmitter that transmits the encoded speech/sound
information over a communication channel to a decod-
ing apparatus,

wherein the coding apparatus performs auto-correlation
operations that substantially reduce processing calcula-
tions without causing deterioration of the accuracy of
the frame energy and the subframe energy,

wherein, when performing an auto-correlation operation
on the speech/sound signal using equation 1 or equation
2, the energy processor performs auto-correlation opera-
tions at j' and m' which are different from j and m in
accordance with the values ofj and m, and calculates one
of the frame energy and the subframe energy by substi-
tuting the auto-correlation operations at j and m with the
auto-correlation operations at j' and m"

(Equation 1)

E = ZA? []
Pl Pl

= E E ozjozmg Xi—jXiim
i

=0 m=0

(i=stary,, ... ,end, k=0,... ,Ng—=1)

E,: energy (subframe energy) of subframe whose subframe
index is k,

A;: speech/sound signal after filtering,

P: filter order,

o, om: filter coefficient,

x,,: (n+1)-th speech/sound signal of subframe,

j, m: index indicating delay time when auto-correlation is
calculated,

i: sample index of speech/sound signal,

N,: number of subframes,

k: subframe index,

start,: leading sample index of subframe whose subframe
index is k, and

end,: tail-end sample index of subframe whose subframe
index is k; and

(Equation 2)

E= Z A? [2]
P-1 Pl

= E E ozjozmg Xi_jiXim
i

=0 m=0

(i = start, ... , end)

E: frame energy,

A;: speech/sound signal after filtering,

P: filter order,

o, om: filter coefficient,

X, (n+1)-th speech/sound signal of frame,

j, m: index indicating delay time when auto-correlation is
calculated,

i: sample index of speech/sound signal,

start: leading sample index of frame, and

end: tail-end sample index of frame, and

wherein the energy processor performs control so as to
increase the number of combinations of j and m to be
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substituted with auto-correlation operations at j' and m'
as the difference between j and m in equation 1 or equa-
tion 2 increases.

2. The coding apparatus according to claim 1,

wherein the energy processor substitutes the auto-correla-
tion operations at j and m including a sample in which
the amplitude of the speech/sound signal is equal to or
greater than a threshold with the auto-correlation opera-
tions at j' and m' including a sample in which the ampli-
tude of the speech/sound signal is equal to or greater than
the threshold.

3. The coding apparatus according to claim 1,

wherein the energy processor sets, as a division point, a
point having a maximum variation of an auto-correlation
value for each sample for a range in which an auto-
correlation operation is performed and substitutes the
auto-correlation operations at j and m with the auto-
correlation operations at j' and m' before and after the
division point.

4. The coding apparatus according to claim 1,

wherein, when the variation in the amplitude of the sample
within a frame or subframe is large, the energy processor
substitutes the auto-correlation operations at j and m
with auto-correlation operations at j' and m' including a
sample with small amplitude.

5. The coding apparatus according to claim 1,

wherein the energy processor substitutes the auto-correla-
tion operations at j and m with the auto-correlation
operations at one combination of j' and m' whose differ-
ence is equal to the difference between j and m.

6. A communication terminal apparatus, comprising the

coding apparatus according to claim 1.

7. A base station apparatus comprising, the coding appa-

ratus according to claim 1.

8. A coding method comprising:

receiving, by a receiver, a speech/sound signal;

dividing, by an energy processor, the speech/sound signal
into subframes;

calculating, by the energy processor, one of frame energy
and subframe energy of a speech/sound signal using an
auto-correlation operations of the speech/sound signal;

encoding, by an encoder, the speech/sound signal divided
into subframes using one of the frame energy and the
subframe energy, and generating speech/sound encoded
information; and

transmitting, by a transmitter, the encoded speech/sound
information over a communication channel to a decod-
ing apparatus,

wherein the coding method performs auto-correlation
operations that substantially reduce processing calcula-
tions without causing deterioration of the accuracy of
the frame energy and the subframe energy,

wherein in the calculating, when performing an auto-cor-
relation operation on the speech/sound signal using
equation 1 or equation 2, auto-correlation operations atj'
and m' which are different from j and m in accordance
with the values of j and m are performed, and one of the
frame energy and the subframe energy is calculated by
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substituting the auto-correlation operations at j and m
with the auto-correlation operations at j' and m":

(Equation 1)

E = ZA? []
Pl Pl

= E E ozjozmg Xi—jXiim
i

=0 m=0

(i=stary,, ... ,end, k=0,... ,Ng—=1)

E,: energy (subframe energy) of subframe whose subframe
index is k,

A;: speech/sound signal after filtering,

P: filter order,

a,, o, filter coefficient,

x,,: (n+1)-th speech/sound signal of subframe,

j, m: index indicating delay time when auto-correlation is
calculated,

i: sample index of speech/sound signal,

N,: number of subframes,

k: subframe index,

start,: leading sample index of subframe whose subframe
index is k, and

end,: tail-end sample index of subframe whose subframe
index is k; and

(Equation 2)

E= Z A? [2]
P-1 Pl

= E E ozjozmg Xi_jiXim
i

=0 m=0

(i = start, ... , end)

E: frame energy,

A;: speech/sound signal after filtering,

P: filter order,

a,, o, filter coefficient,

X, (n+1)-th speech/sound signal of frame,

j, m: index indicating delay time when auto-correlation is
calculated,

i: sample index of speech/sound signal,

start: leading sample index of frame, and

end: tail-end sample index of frame, and

wherein, in the calculating, control is performed so as to
increase the number of combinations of j and m to be
substituted with auto-correlation operations at j' and m'
as the difference between j and m in equation 1 or equa-
tion 2 increases.



